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Abstract

In a Problem Solving Environment (PSE), a Scientific
Workflow Management System (SWMS) provides a meta en-
vironment for managing activities and data in scientific ex-
periments, for prototyping experimental computing systems
and for orchestrating the runtime system behaviour. The
realisation of a SWMS is often driven by domain specific
applications and thus is at application level. Investigat-
ing the common characteristics in domain specific SWMSs
and encapsulating them in a generic framework improve the
reusability of the SWMS components and reduce the costs
for introducing an e-Science framework in a new science
domain. In this position paper, we present our research in
an ongoing project: Virtual Laboratory for e-Science (VL-
e). In the VL-e project, we are building a generic e-Science
framework which will support scientists from different do-
mains to share their knowledge and to perform specific ex-
periments. We summarise the lessons we have learned from
a previous VL-e implementation, and discuss the plan for
improving the quality of the SWMS support in the VL-e
framework. 1

Key words: Grid, Problem Solving Environments, Sci-
entific Workflow, Software Engineering.

1 Introduction

Grid environments break down barriers to communica-
tion and interaction, and make valuable resources accessi-
ble among groups of trusted users (called Virtual Organi-
sations (VO)). Such environments enable global distributed
collaborations involving large numbers of people and large
scale resources, and make data and computing intensive sci-
1This work was carried out in the context of the Virtual Laboratory

for e-Science project (www.vl-e.nl). Part of this project is supported by
a BSIK grant from the Dutch Ministry of Education, Culture and Science
(OC&W) and is part of the ICT innovation program of the Ministry of
Economic Affairs (EZ).

entific experiments feasible. Benefiting the Grid infrastruc-
ture, a new paradigm for scientific research: e-Science [21]
emerges.
One of the important themes in e-Science is to de-

velop effective Grid enabled Problem Solving Environ-
ments (PSE) for different science domains. Organising soft-
ware utilities, e.g., simulators, visualisation and data anal-
ysis tools, as a meta experimental environment, a PSE al-
lows a scientist to plan and conduct his experiments at high
level of abstraction [16]. An important PSE guise is a Sci-
entific Workflow Management System (SWMS) [25]. A
SWMS explicitly models the dependencies between exper-
iment processes, and orchestrates the runtime behaviour of
involved resources according to a flow description. Data
flow, control flow or Petri net based mechanisms have been
used to model scientific workflows [22, 28].
In the past decade, scientific workflows and their support

environments have attracted a great interest in the research
context of e-Science and Grid enabled PSEs [4, 11, 22].
Generic services contributed by early Grid projects for en-
capsulating and binding computing and software resources
form a reusable framework for realising components in
a SWMS. However, most of the SWMS are historically
driven by applications in specific domains, e.g., bio infor-
matics [17, 31], high energy physics [6], and astronom-
ical observations [1]. Investigating the common charac-
teristics in these domain specific systems and implement
them as part of a generic framework emerges as an im-
portant need for e-Science applications. Reusing the suc-
cessful and stable results of SWMSs can not only improve
the efficiency for developing advanced high-level applica-
tion specific functionality, but also reduce costs and risks
for utilising an e-Science infrastructure in a new problem
domain. Virtual Laboratory for e-Science (VL-e) [34] is
an e-Science research project in the Netherlands; it aims
to realise a Grid enabled generic framework where scien-
tists from different domains can share their knowledge and
resources, and perform domain specific research. VLAM-
G (Virtual Laboratory Amsterdam for Grid) environment
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[3], a Grid enabled PSE framework developed in a previ-
ous project2, is currently used as the first prototype. The
VLAM-G environment provides a user friendly interface for
managing software components and for composing reusable
experiment templates. In this position paper, we will dis-
cuss the feasibility and challenges in including scientific
workflow support as part of generic e-Science services in
the context of VL-e.
This paper is organised as follows. First, we analyse the

basic issues in realising a SWMS and distinguish the main
quality issues and challenges. And then, we briefly describe
the current implementation of the generic VL-e framework
and discuss its shortcomings. After that, we give our agenda
on improving the quality of the current implementation, and
present some ongoing work.

2 Scientific workflow management systems

The concept of workflow was originally invented in the
business domain as the automation of a business process,
in whole or parts, where documents, information or tasks
are passed from one participant to another for action, ac-
cording to a set of procedural rules [2]. Promoted by the
progresses in business workflow systems and in Problem
Solving Environments, and in particular by the rapid devel-
opment in Grid environments, a scientific workflow man-
agement system provides a meta environment for managing
activities and data in scientific experiments, for prototyping
experimental computing systems and for orchestrating the
runtime system behaviour.

2.1 Scientific workflow

Due to the diversity between the scientific disciplines,
scientists from different domains view a scientific work-
flow differently, e.g., data streams between experiment in-
struments and the analysis tools are modelled as a work-
flow in high energy physics applications [9], while human
involved adaptation in predefined imaging processing are
highlighted in medical imaging applications [19]. Scien-
tific workflows are thus often embodied as different guises
in the domain specific SWMS implementations, e.g., data
pipelines based integration among components [22], run-
time activity orchestration of interactive simulation [39] and
composition of service based resources [26]. To investigate
the common characteristics among these systems, we need
an abstract view on different levels of aspects.
In our view, a scientific workflow orchestrates activities

in the scale of an entire scientific experiment, not only the
tasks being automated by the system, but also the routines

2Virtual Laboratory II.

which do not occur in computers but are performed by hu-
man users. In this scale, a SWMS provides solutions to
issues at three different levels:

1. Experiment modelling. Scenarios in an experiment
need to be modelled using a formal mechanism.

2. Workflow building. A scientist can compose a work-
flow and validate the description using the semantics
of the flow model.

3. Runtime execution. An execution engine is needed to
instantiate a workflow and to schedule its execution.

The development of a SWMS is highly interdisciplinary,
not only the modelling of the interaction dependencies in
a flow is difficult, but also the realisation of the runtime
control between components is time consuming. To extract
the common characteristics from SWMSs of different do-
mains, additional requirements on the implementation are
demanded. We will discuss them in the next section.

2.2 Quality issues and challenges

In principle, a SWMS can be utilised in another suitable
domain at different level: the flow modelling mechanism,
the composition environment, and the resources orchestra-
tion mechanism. However, in practice, the solutions to these
issues in one domain rarely consider the requirements for
another, in particular the user support for composing and
controlling flow is specialised for domain specific experi-
ments, which hamper the reusability of a SWMS. For in-
stance, a data flow based experiment planning environment
in Higher Energy Physics does not directly support human
centred flow execution paradigm demanded by some bio
informatics experiments. To be effective in a generic e-
Science framework, a scientific workflow management sys-
tem needs to fulfil general quality criteria apart from meet-
ing the specific requirements from the application domain.
We highlight some of these generic quality requirements as
follows:

1. The modelling mechanism of workflow needs to be
flexible and generic. The mechanism is not domain
specific. It necessarily captures the dynamics in the
runtime environment and can be used to describe the
basic scientific experiment scenarios.

2. A synthetic and friendly environment is preferable in
a SWMS. Apart from building and executing a work-
flow, a scientist can also customise the configuration
of the environment so that the scientist can map the in-
terface elements onto the concepts he is familiar with
in the specific domain.
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3. An execution engine utilises the state of the art Grid
middleware for binding resources, and provides solu-
tions to integrate with engines on different middleware
and to benefit early domain or platform specific imple-
mentations. At runtime, the engine can efficiently ex-
ecute a workflow using the underlying resources and
fulfil the basic performance requirement.

4. User support is desired in a SWMS to provide assis-
tance at different levels: e.g., composition and runtime
control.

From the implementation point of view, the middleware
employed in a SWMS to control underlying resources is ba-
sically provided by Grid environments, and sharable among
all Grid enabled PSEs. We thus argue that the essential is-
sues distinguish a domain specific SWMS from the others
are its flow modelling mechanisms and the interface for a
user to build a workflow and to control its runtime execu-
tion. Understanding the characteristics of domain specific
experiments is crucial to abstract common flow patterns and
demanded user support from them.

3 Virtual Laboratory for e-Science and the
VLAM-G environment

3.1 Background

The Virtual Laboratory for e-Science (VL-e) project
aims to realise a Grid enabled generic framework where
scientists from different domains can share their knowl-
edge and resources, and perform domain specific research.
Currently, there are six domains included: food infor-
matics, medical diagnosis and imaging, bio-diversity, bio-
informatics, high energy physics, and tele-science. One of
the core ideas is to identify the common characteristics of
scientific experiments in different domains and abstract the
support for these common issues into a shared framework.
VLAM-G, a Grid enabled PSE framework developed in the
previous project of VL-e, is currently used as the first pro-
totype of the shared framework. Fig. 1 shows the basic
architecture.
The VLAM-G environment provides generic services for

managing data and software resources, and for supporting
scientific workflow. Using the VLAM-G environment, a
user is allowed to perform his experiment location inde-
pendently and to utilise Grid resources in his experiment
transparently. Apart from that, the VLAM-G framework
also integrates the information management services with
the lifecycle of a scientific experiment [23].

Virtual Lab (VLAM-G).

Application Layer

Grid Layer

Figure 1. A conceptual vision of the VL-e
project.

3.2 Experiment processes and resource topology

In VLAM-G, the processes, both activities based on reg-
ular lab instruments and computing tasks 3, of an experi-
ment are explicitly modelled using three types of elements:
physical entities which are the instruments to be used, ac-
tivities to be performed by the scientists, and data elements
which are the input/output of the activities. An experiment
is modelled in three levels: abstract descriptions of the de-
pendencies between experiment processes called Process
Flow Templates (PFT)-, instantiations of a template called
Studies-, and finally the actual flow of data analysis and
computing activities in a Study called an Experiment Topol-
ogy.
Using the GUI provided by the VLAM-G environment,

a domain expert defines PFTs, and a scientist instantiates a
PFT as a Study. The activity steps give the details of actual
manual laboratory steps in the experiment or the computing
tasks. A set of self-contained software entities, called mod-
ules, for performing computing tasks are described as an
Experiment Topology. The VLAM-G environment provides
a GUI for a scientist to describe a topology and to execute it
via an engine (also called a Run Time System (RTS)). Fig.
2 shows a screen snapshot of the VLAM-G environment.
At run time, a topology can be executed on the underly-

ing Grid infrastructure via a resource manager in VLAM-
G. A scientist can have two types of interactions with the
experiment instance: tuning the parameters of a specific
component via the VLAM-G interface, or manipulating a
specific module when it is interact-able. A database infras-
tructure is employed to manage both the static and runtime
information.

3.3 Lessons learned

The VLAM-G environment has been used by users from
a number of different application domains. During the past
3Such as simulation, visualisation and data analysis.
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Figure 2. The interface of VLAM-G for com-
posing PFT and Topology.

year, we learned a lot from the experiences of the previous
implementation. In this section, we briefly summarise the
lessons learned from the perspectives of flow modelling and
software engineering.

3.3.1 Flow modelling

In the VL-e project, both the development team of the
generic framework and the scientists from different domains
realise the key role that a SWMS plays in an e-Science en-
vironment. The domain scientists in the VL-e community
have described their requirements on the workflow support
in a detailed wish list [36], however the current VLAM-G
framework only adopts the most generic model to describe
the constraints between software components: data depen-
dencies. This model is straightforward for the data stream
based experiments, but provides limited support for the dy-
namic issues in the flow control.
In the current VL-e framework, human activity based in-

teraction dependencies are not explicitly modelled in the
current PFT model. A user can not steer the execution of
an experiment at run time. Apart from it, the execution con-
trol of the flow is not explicit; when a flow instance is sub-
mitted, the relation between modules (components) is fixed.
The user can not modify the content of a topology when it is
running. Finally, a topology can be executed on the Grid in
a transparent way, however limited strategies are provided
to adapt the execution according to the availability of the
resources and the characteristics of the problem.
Because of these shortcomings, a scientist has to develop

control intelligence inside the componentswhen he wants to
realise a complex scenario for his experiment, which ham-
pers the reusability of both components and the experiment
template. The key issue is that the current VLAM-G has
limited capability for modelling complex workflow and for
supporting the related runtime issues. An enhanced flow
model and a flexible engine are needed.

3.3.2 Engineering perspective

Apart from the conceptual modelling of scientific work-
flow, the actual quality of the software construction is an-
other issue we have learned from the current implementa-
tion. The current prototype of VLAM-G environment was
mostly built in the research context of the project; the soft-
ware was not carefully designed and implemented as indus-
trial packages normally do. Crafting scientific codes into
a big distributed environment is bug prone. The amount
of effort demanded by debugging and maintaining the ba-
sic environment critically hampers the domain scientists to
utilise them in practical cases.
In the current implementation, functional components,

e.g., the GUI management, flow composition and execution
control, are tightly coupled. The user interface has lim-
ited adaptability, which does not meet the requirement, as
we have discussed above, of a reconfigurable user interface
which can be customised for presenting concepts of differ-
ent domain specific experiments. Tight coupling also re-
sults in another shortcoming of the current implementation:
the limited reusability of the system components. Since the
development of the SWMS is bound to a data flow based
mechanism, adding new features to control the runtime flow
execution requires an almost complete redesign.
These lessons have been learned by the VL-e manage-

ment team. A separate team has been established for con-
trolling software quality and for bringing industrial software
development experience to the VL-e framework develop-
ment.

4 Improving the quality of the VL-e frame-
work

To achieve this goal the VL-e framework has to provide
a flexible and generic workflowmanagement system to sup-
port defining complex scientific experiments and a well de-
fined development and integration model, which reduce the
effort to develop or port an existing application to the VL-e
environment
The functional description presented in Fig. 3 shows

seven main components: Workflow Manger (WM), the AS-
Sistant (ASS), the Session Manager (SM), the Resource
Manager (RM), and the Module Manager (MM). The work-
flow management is the main interface to the VL-e generic
services; it offers the appropriate abstract level to the VL-
e end-users. Aiming at a collaborative environment where
different communities of end-users can cooperatively share
and publish their results, the VL-e workflow management
service extends a number of basic services and takes the
support for collaborative work into account. The Session
Manager (SM) is the key service for establishing the VL-e
collaborative system. The SM controls all the end users’
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Figure 3. New design of the VL-e framework.

activities within a single session, the SM keeps track of the
list of end-users collaborating in a session, their respective
roles, and allow cross sessions communication4. The basic
collaborationmechanisms are provided by the collaboration
Manager (CM) which controls and coordinates the interac-
tion of VL-e end-users within and cross active sessions. A
first prototype of this component have been already imple-
mented as a Grid service using Globus toolkit GT3 [30].
The VL-e shared resource and data are under the control of
Information Manager (IM) which stores all needed the in-
formation about the VL-e experiments. The IM service is
used by all the other components to store and efficiently re-
trieve information about a given application, The IM service
provide mechanisms for data view management and feder-
ated databases [23]. The Resource Manager (RM) maps the
requested task on the available Grid resources. The RM
communicates directly with the Grid middleware to collect
information about the available resources, define the best
schedule to optimize the execution of the application on
the given resources, distribute the tasks on according to the
schedule, and monitors the execution; more details on this
components are given in [35]. The VL-e framework is an
evolving working environment where experiments and best
practices are carefully annotated and saved in order to be
reused by the Assistant service which will assist the VL-e
end-users at both design time and run time.
In the rest of this section, we discuss how we plan to

improve the quality of Workflow Manager from both flow
modelling and software engineering perspectives.

4.1 From data flow to Petri net

In the new design, the data flow based mechanism will
be improved. The dynamics of user interaction, e.g., run-
time steering on decision points, will be described in the
model. Because of the well-established theoretical frame-
work and more importantly the suitability for representing
4In the context of the VL-e a session refers to an active scientific ex-

periment

the common flow patterns [33], a Petri Net based approach
is employed to extend the current flow description.
Place transition graphs are a sort of automata that can

handle relations between conditions and the occurrence of
events [13]. Basically, a place transition (PT) graph con-
sists of three parts: a finite set of places, a finite set of tran-
sitions, and a finite set of relation links between places and
transitions. In our earlier work, we implemented a PT graph
based mechanism called scenario net [39] to model the in-
teraction constraints between components in an interactive
simulation system. A scenario net models the interactions
using two types of dependencies between the roles’ activi-
ties. The concurrency dependencies between them consti-
tute the first type, which are represented as the relation links
between places and transitions, and the tokens of the places.
The second type of the dependencies is the specific condi-
tions for each action, which are represented as the control
expressions in the pre-set of the transition and in the links
between the transition and its pre-set. The execution of a
transition updates the state of the scenario net. The basic
rules of the PT graph handle the concurrency dependencies
between the activities by changing the marking of the net,
and the execution rules for the place expressions update the
control conditions for the activities.
In [38], we have demonstrated the application of sce-

nario nets in modelling scenarios in interactive simulation
systems. As the first step, we will include the scenario net
model as a new topology description mechanism to enhance
a PFT.

4.2 Application scientists in the loop

The generic framework, we are aiming at in this project,
is driven by the VL-e applications and the technology push
of the Grid technology. Nowadays, Grid technology is shift-
ing towards a service oriented paradigm, which has to be
considered when designing the VL-e framework in order
to take advantage of the recent developments in the Grid
area. The VL-e workflow has to support both the applica-
tion developers and end-users scientists. The requirements
of these categories of users is different, while the applica-
tion developers request a clear and well defined interface
to develop grid-based applications, the end-users require a
user friendly interface which will help them speedup the cy-
cles of their research.
Including application scientists in the design loop of the

VL-e framework is essential to synchronisation their visions
on the e-Science framework and thus reduce the implemen-
tation risks of the framework. We use a series of synchroni-
sation activities, e.g., questionnaires, face-to-face meetings,
and web based feature request, to bring the feedback from
application scientists in the system design.
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4.3 Software engineering

We follow general software engineering disciplines to
develop the new design. Component based approach will
be the main methodology to encapsulate the system func-
tional units and to craft them into a large and flexible sys-
tem. The integration between software resources and the
flow execution engine will be based on a standard interface
between Grid middleware and domain specific components.
Using this layer, domain experts can build their software
components without being requested for knowledge of the
underlying Grid details, and more important the realisation
of the resources can be migrated to new Grid middleware
by wrapping components with a new interface.
In the next section, we use a sample scenario which is

from one of the domain applications to describe the desired
functionality of the new SWMS.

4.4 A sample scenario

In this section a scenario is given of an existing case
study concerning traffic prediction. We will briefly describe
the case study and how it will benefit from using a scientific
workflow within our future version of the VL-e. The sce-
nario we use involves predicting (car) traffic based on data
that consists of measurements with one minute granularity
over the period of one month. In the scenario a workflow
will be constructed and performed in which 24 hour predic-
tions are made from this data. The scientist who constructs
and performs the workflow is not a specialist in the predic-
tive method employed. He will have to find a method to
make the predictions and adapt his data to be suitable both
for this method and his goal of 24 hour predictions, em-
ploy the right methodology for the predictive method and
find the parameters for optimal performance. The end re-
sult should be a system continuously producing a 24 hour
ahead forecast of the traffic situation.
While constructing his workflow the scientist will ben-

efit from advice provided by the VL-e assistant. The as-
sistant uses meta data which the scientist provides for his
data combined with existing meta data for components in
the VL-e. First he is advised which of the existing generic
software components within the VL-e are most suitable for
constructing a predictive system. Generic software compo-
nents are pieces of software that have been generalized so
they can be used for different applications within the VL-e.
Within the scenario a generic software component for data
assimilation is used, see [18] for details on predicting traffic
using data assimilation. Secondly the assistant provides ad-
vice on the correct methodology. The Data Assimilation
component can be seen as a toolkit and contains several
PFTs (see section 3.1) which define the methodology asso-
ciated with individual tools. The assistance can be informa-

tion on similar previous experiments, but also an explana-
tion of the methodology being used. Furthermore through
the collaboration manager the scientist can easily communi-
cate and perform work on the traffic prediction system with
colleagues at different physical locations. The move from
data flow to a Petri net based approach to modelling will
allow the scientist to tune his predictive system while it is
running. Finally the resource manager allows the scientist
to easily exploit grid resources, for instance for perform-
ing a parameter sweep on specific executable steps within
a Data Assimilation PFT, performing multiple instances of
the same step in parallel with different parameters.

5 Discussion and summary

In this paper, we reported our work on scientific work-
flow in the VL-e project. We discussed the necessity to
move reusable functionality of a SWMS in a generic frame-
work for different domain applications. We first described
our visions on scientific workflow and then introduced the
research context of the VL-e project. After discussing the
lessons we learned from the previous implementation, we
proposed a plan for improving the quality of the current VL-
e framework.

5.1 Related work

We compare the related SWMS projects with our cur-
rent prototype and future design from the perspectives of
modelling, composition, user support, and runtime control
of scientific workflows.
A commonly used approach to model the dependencies

among computing tasks in scientific workflows is to use
a Directed Acyclic Graph (DAG). Prominent grid projects
using DAGs are the Pegasus system from GriPhyn project
[15], Taverna [27], GrADS [12], GridFlow [8] and Grid-
Bus [7]. Scripting languages are another approach, such
as Matrix from SDSC [37], GridAnt [5] and JPhython in
XCat [24], and BPEL4WS (Business process Execution
Language for Web Services) [10]. Both approaches have
shortcomings. Scripting languages require scientists to have
programming skills, and the DAG approach does not di-
rectly support loop and bidirectional coupling in the model.
Our current prototype uses a DAG approach while for our
future design we will extend this with the possibility of iter-
ations and bidirectional connections. It should be noted that
our approach (both in current and future versions) is unique
in that not only the executable steps are modeled, but also
the non executable steps performed by humans(see section
3.2).
In current systems, the user interface and support for

composing workflow are mostly domain specific. To com-
pose a relatively small workflow, a graphical user interface,
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e,g., in [29] or [27] is preferable. Although our current pro-
totype is not domain specific the user interface is still rela-
tively simple. However, a graphical composing interface is
not suitable to manage the layout of a very large and com-
plex workflow. Improved solutions include using hierarchi-
cal representations, e.g., in Triana [32] or automating the
composition procedure, e,g., in Pegasus [15]. For our fu-
ture design we will adopt a hierarchical approach.
Workflow enactment in grid environment involves find-

ing appropriate resources and scheduling the execution of
workflow tasks. A workflow can be scheduled using a cen-
tralized or decentralized method. In [8] a global workflow
manager schedules sub-workflows to resources of different
organizations via their local resource schedulers, while in a
decentralized approach the computing tasks are scheduled
by distributed workflow managers as in Triana [32]. Sev-
eral scientific management such as GridAnt [5] and UNI-
CORE [29] systems use a full-plan-aheadmapping strategy,
meaning that all tasks are statically mapped to the resources
before the execution. [14] improved the dynamic support
by using a just-in-time approach in which the mapping is
performed whenever resources are available. The latter dy-
namic approach can adapt better to the changes in grid en-
vironment (although computation to perform resource re-
allocation might create additional overhead) while the for-
mer full-plan-ahead approach can optimize the plan based
on the entire structure of the workflow. A better understand-
ing of application behaviour and resource model is nec-
essary [14]. Our current prototype uses centralized static
scheduling, however for future design we plan to use peer
to peer technology to make scheduling dynamic and dis-
tributed.

5.2 Summary

In the VL-e project, the research on domain specific
applications and the development of a generic e-Science
framework are dependent, but they have to be carried out
in parallel. The domain scientists need a flexible e-Science
framework to pursue their investigation on the domain spe-
cific problems, but on the other hand, the developers of the
e-Science framework expect the domain scientists to pro-
vide clear requirements on the framework. In a project
as large as VL-e, it is always challenging to synchronise
the visions among different sub programs. To reduce the
risks, we highlighted the importance for including domain
scientists in the development loop of the generic e-Science
framework.
In the paper, we did not argue that the scientific workflow

support for different domains can be fully realised at a sin-
gle generic level. We follow an incremental methodology
in the development. On the one hand we continue with the
current prototype and add new features which are requested

by the domain scientists for supporting new domains, and
make the development in an evolutionary manner. On the
other hand we also track the requirements from all the ap-
plication domains and propose new design of the framework
when a revolutionary construction is necessary.
As one of the fast growing areas in Grid computing, sci-

entific workflow systems have been utilised in more and
more application domains. Reusing the existing products
and providing generic solutions to realise the interoperabil-
ity among them is also a consideration in the Vl-e frame-
work. In this way, the state of the art scientific workflow
results can be aggregated into the structure of PFT.

6 Future work

The VL-e project has just passed its first year. The appli-
cation scientists have made remarkable progresses in their
specific domain, which helps generic framework team to
understand the problems in the specific domains and to im-
prove the implementation of the VL-e framework. A les-
son learned from VLAM-G project is that scientists will not
choose a novel architecture simply because it looks beauti-
ful unless it can work with the existing ones and provide ex-
citing new features [20]. We are also particularly looking at
the user support at different levels of a SWMS and propos-
ing a mapping mechanism between the user elements and
the concepts of the specific domain experiments.
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