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Abstract 

Different distributed environmental simulation systems 
are presented. They take advantage of the possibilities of 
modem network technologies to gather input data, pelform 
simulation and spread the simulation results. The term ‘dis- 
tributed’ applies in this context both to the simulation, this 
is a parallel (distributed) simulation on computer networks, 
and to the fact, that all components (pre- and postprocess- 
ing and the simulation models) may reside in different lo- 
cations and will be accessed via the Web. The systems de- 
scribed use this architecture to a different extent. Based on 
this it is shown, that it should be possible to build a system 
which links various data sources, simulation models, visu- 
alization and information tools, all of them running possi- 
bly remotely on the corresponding hardware. Such a system 
would form a distributed virtual laboratory. 

1. Introduction 

Large simulation models are used for environmental 
modeling, in particular for air pollution analysis and fore- 
cast. Many of them already run in parallel on parallel com- 
puters or clusters of workstations or PCs. The term ‘dis- 
tributed’ is often used in this context to name a parallel sim- 
ulation. 

On the other hand, pre- and postprocessing, i.e. prepa- 
ration of different kinds of input data and visualization and 
interpretation of the results are often an even more challeng- 
ing task. The support of different institutions like local au- 
thorities, weather service, public information sources is re- 
quired. Most of the sophisticated models nowadays require 
very special input data, run locally with strongly defined in- 
terfaces only, and a large amount of work is necessary to 
apply such a model to a new domain or link it with different 
input generators or models. Even if all input data are avail- 
able, the run of such a model may fail, because often a very 
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specific ‘fine tuning’ of the control parameters of the model 
has to be done. For many situations tuned models already 
exist, which are ready for application, but not open to public 
access and not prepared to work with a given input data set. 

Many users have a strong interest to perform air pollution 
simulations, even if they don’t have their own simulation 
system. Consider, for instance, the following situations: 

Estimation of the consequences of the release of haz- 
ardous substances: A system is required, which is able 
to run different simulation models at different geo- 
graphical locations in the air, water and/or soil domain. 
These models require large sets of input data (local soil 
structure, orography etc.), which will be available in 
different databases. The models themselves also will 
not be available locally at the same place and may have 
different input requirements and formats. If a common 
data format and wrappers to the models are defined, 
they can be linked together to perform a simulation in 
the given domain. 

Large efforts were made to study consequences of 
emission reduction measures on the European scale. 
Based on this transboundary air pollution research, 
costhenefit analysis was performed to direct invest- 
ments into the domains giving most benefit. A num- 
ber of protocols was signed by the countries to reduce 
their emissions. It is of broad interest to study the lo- 
cal consequences of such global measures. Therefore, 
one has to run nested models on the local scale for dif- 
ferent locations. The best way to do this is to run the 
models already available and tuned to these locations. 
To get comparable results there should be comparable 
input data (i.e. emission inventories etc.) and the ac- 
cess to the models, which is mostly restricted, must be 
opened. Such a system can help to standardize the in- 
put data sets, and it allows to run the models without 
violation of their security requirements. 

In this paper a concept or architecture of a system is out- 
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lined, which may allow in future to run the most appro- 
priate model for a given task. A distributed simulation - 
with respect to this - means, that input data, models, post- 
processing and visualization tools are generally distributed 
over different institutions, universities etc. The necessary 
workflow, data transfers and wrapping are maintained by 
the system, the exchange of data will be done via the inter- 
net by means of Web servers, which also will provide access 
to computing power in computing centers. To show, that it 
is possible to built such a system in the near future, we will 
discuss 3 projects, where parts of such a system were al- 
ready realized: 

The last two were/are funded by the European Community. 
We will focus on the conceptual and architectural parts of 

After the successful run of the model, different visual- 
ized and textual information is generated, which is placed 
on a Web site and sent via e-mail to different institutions 
and a radio station. 

Consequently, the Web is used here only for get- 
ting/distributing data and information. Special wrappers for 
the given variable input were developed. The static input 
data and all the models and tools are locally available at the 
place where the system runs. 

other actors and i@itutions 
~ ~ ~ ~ ~ ~ ‘ ~ ~ ~ ~ 6 0 u r m  wlth information needs 

3. HITERM 

HITERM was developed to give support to a per- 
sordinstitution in charge of managing accidental release of 
hazardous substances into environment caused by road or 
railway traffic accidents or accidents occurring in chemical 

0 the automatic forecasting system for ozone in the re- 
gion of BerlidBrandenburg, developed and running at 
GMD FIRST, 

0 HITERM - HIgh performance computing for Techno- plants(cf. http://www.ess.co.at/HITRM,[7,-31). The ar- 
chitecture of the system is shown in Figure 1. The system logical and Environmental Risk Management, 

0 DECAIR - Development of an Earth observation data 
Converter with application to AIR quality forecast. 

I I 

these projects and show, how they take advantage ofthe new 
possibilities offered by the Web. 

2. GMD FIRST’S Forecast System for Ozone in 
the Region of Berliarandenburg 

This is a very rudimentary system compared to the 
goal we aim for, but it has already worked auto- 
matically, stable and satisfactory for several years (cf. 
http://www.first.gmd.de/ozon). It consists of a quite sim- 
ple hydrostatic mesoscale 3 layer model REGOZON [SI: 
simulating local weather conditions and the formation and 
distribution of air pollutants, in particular ozone. 

Input data are the static orography and landuse map, 
a currently also static emission inventory, and measured 
and prognostic data (pressure and temperature of a verti- 
cal sounding, measured background concentrations for ini- 
tialization of the concentration arrays, prognostic values for 
cloud cover and geostrophic wind). 

All these current data are gathered by automatic ftp. 
The main work is to extract the necessary information from 
these sources, since they are in very special format: mete- 
orological ‘temp’ for the vertical sounding, listings of the 
measuring stations with their measurements, textual files 
giving a forecast of wind speeds, direction and cloud cover, 
etc. Since this data interpretation has to run automatically, 
failed measurements have to be sorted out, plausibility test 
must be performed and in case of failure default values 
should be provided. 

Figure 1.  HITERM architecture 

consists of: 

0 a main server provided with Graphical User Interface 
(GUI) and Geographical Information System (GIS) for 
the specific domain, which runs the prescribed man- 
aging scenario for the given type of accident and can 
connect to different information sources, 

0 mobile clients at the place of the accident, accessible 
via the mobile phone network, providing information 
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about the accident and getting support as result of the 
information gathered from other sources, in particular 
simulation results, 

external databases of railway companies, weather ser- 
vice etc., 

local databases, in particular a chemical database, 

a simulation server possibly on a remote site, con- 
nected via the Web, which is able to receive the current 
input data set (meteorological conditions, spill condi- 
tions, parameters of the substance emitted...), to start a 
simulation and send back the results to the main server. 
It contains the simulation models, performing on re- 
quest the simulation of the distribution of the pollutant 
for the given accident. 

Since the simulation is time critical - it has to be much faster 
than real time - the simulation models were parallelized to 
run on a workstation cluster. 

Consequently, this system already could use clearly de- 
fined external data sources, provide and get data to/from a 
remotely running simulation system and distribute results of 
its work to different users in different form - text, pictures, 
diagrams etc. 

The corresponding demonstrator is specific for each 
place it has to be applied (the GIS is built in). It is able to 
generate a data stream and to send it to other Web servers, 
which can interpret it and wrap it to input for the simulation 
models and vice versa. 

4. DECAIR 

The major objectives of the DECAIR project are to pro- 
vide data, extracted from satellite data, for air quality simu- 
lation models, in order to: 

a enhance the quality of simulation results, by enhancing 

ease the implementation of air quality models to new 
application sites by designing automated input data es- 
timation procedures. 

This project is still ongoing (cf. http://www- 
air.inria.fr/decair). It brings together specialists from 
air pollution modeling [5, 61, remote sensing research and 
image processing [2, 11 and information technology [4]. In 
the first phase it was decided to focus on the generation of 
detailed, time varying landuse maps for forecast runs and 
2D cloud cover arrays for scenario anaIysis. 

One of the major challenges of the project is to define an 
architecture which is able to support all the functionalities, 
that are needed to fulfil these objectives. This mainly con- 
cerns the remote execution of programs on distributed data 

their input data set, and 

and the automatic program control. The DECAIR archi- 
tecture is designed to be flexible enough in order to easily 
manage new data sets and new models, as long as a common 
metadata formulation is adopted. Its potential applications 
are therefore not limited to the data specified in the project, 
nor to air quality simulation. 

The first step of the project was the analysis of the users 
(i.e. end-users - institutions or companies responsible of de- 
livering air quality forecasts to the authorities - and model 
users - scientists developing and applying air quality mod- 
els) requirements: what are their data needs, what satel- 
lite images are able to provide these data and how to pro- 
cess satellite data, what functionalities the architecture must 
have to support these requirements. This lead to the design 
of the following system architecture (cf. Figure 2), consist- 
ing of: 

a database, 

an access module to the database, 

a database monitor, supervising the freshness of data 
and controlling the generation of new EO data if new 
satellite images become available, 

a mediator, providing an interface to the satellite image 
provider, 

the Web interface, allowing to access the monitor and 
consequently the database, 

the air quality models. 

Since model development and improvement is an ongoing 
process as well as image processing research and sensor de- 
velopment, the components of the system have to be open 
and flexible enough for easy adaptation of changing models 
as well as the incorporation of new data, data types, image 
processing tools and data converters. Therefore, the DE- 
CAIR prototype has to be designed to process and store the 
data in a way to preserve as much information as possible, 
irrespective of the current need of the models. All types of 
input data have to be provided by the DECAIR demonstra- 
tor - although only few are determinable at the moment by 
means of earth observation or in the frame of the project be- 
cause of sensor availability, lack of proper processing tools, 
methods or even principle impossibilities. The same applies 
to the workflow of the preparation of the input data of the 
air pollution models themselves, even it is not planned to 
allow to launch remotely the air pollution models in this 
prototype. 

The air quality models and the EO data converter run 
with huge input data sets; a large part of them will not vary 
from run to run. Consequently, the core data have to reside 
nearby the models 

to allow an efficient run of the models and 
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core data - -  I i coreDECAIRSystem 

Figure 2. DECAIR architecture 

0 to avoid frequent data transfers over the Web. 

The database will contain only contextual information al- 
lowing to query certain data and information on the physical 
location of the core data. If a user asks for certain data the 
database is queried and if these data are available in the sys- 
tem the user can decide to actually receive these core data 
from their physical location. The transfer is also managed 
by the system. 

The EO conversion can be done in automatic mode or by 
request. In automatic mode (refreshment) as soon as new 
satellite images are available they are processed, new (fresh) 
core data are computed and the database stores the corre- 
sponding metadata. If a user asks for data for a specific site 
and date the monitor will first query via the database access 
module whether these data are already available. If not it 
will force the mediator to get the necessary satellite images, 
launch the EO converter to process them and after success- 
ful completion inform the user about their availability. 

Also, a user can connect to the DECAIR database in- 
teractively via the Web interface or automatically query for 
the availability of new data in forecast mode. He will get 
information about all the contents of the database and the 
physical location of the core data. The system manages the 
requested transfers. If he is allowed, he can also insert data 
into the database, i.e.: 

0 current measured data (vertical profiles etc. as in 
GMD’s forecast system; the UPM model [6] works 

similar) in their original format and/or preprocessed, 

specific data for its application domain and workflow 
information of his model (assuming there exist wrap- 
pers to convert the input data given in the format de- 
fined by DECAIR to the format used by the model) for 
initialization of a new site or model, 

results of simulation runs transferred to the DECAIR 
format, which then in turn can be queried by authori- 
ties or the public. 

5. Conclusions 

We have shown, that systems already exist where a large 
part of the features of a distributed virtual laboratory is im- 
plemented. With the DECAIR prototype it is even possi- 
ble to launch programs remotely (EO converters) supplying 
them with data from a database. To do the same for air pol- 
lution models one has to provide the workflow information 
for the input generation to the database, too. The corre- 
sponding system may have the same general structure as 
the DECAIR system. It will contain a number of different 
models, linked to the data provided by the database access 
module. The database also contains information about the 
necessary data wrappers. The monitor will be able to launch 
these models. An additional functionality has to be added in 
case several models are available, which are able to perform 
the same task (i.e. several air pollution models). Then the 
monitor has to choose the ‘most appropriate’ one. 

The outlined system can help: 

0 

0 

0 

0 

The 

to standardize input data by supplying a common for- 
mat for these data and providing wrappers for already 
included models. This simplifies the adaption of new 
models to the system. 

to apply models to new domains by providing satellite 
data in a more or less automatic way and again by help 
of the standardization of the formats of the input data. 

to perform simulations in a consistent way for different 
domains. 

to compare the performance of different models for the 
same task. 

to incorporate as many information as is available and 
to choose the most appropriate model for a given task. 
This could improve the results of such a simulation 
considerably. Many studies become only possible, if 
these models can be linked together and to the data. 

system is open to include new models, new data, 
when these become available and the corresponding wrap- 
perslworkflows are defined. Thus the problem of linking 
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variety of models in different locations to the data available 
in distributed data sources can be solved. 
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